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Abstract

A Digital Engineering (DE) workflow was proposed to support pre-acquisition processes and partially modeled within a model-based system
engineering (MBSE) tool. Performed in December 2020, this exercise used a weather monitoring example to integrate SE and DE
perspectives to refine how DE frameworks can support SE needs. In the SE perspective the workflow takes strategic inputs and elaborates
requirements, concept of operations, and performance analysis. When modeled in the DE perspective, those same inputs and elaborations
are decomposed into information components. The DE workflow thus becomes a methodology on how information at different stages of
abstraction can be decomposed into and composed from the same core elements. This presentation will provide an introduction of the six
steps within the DE workflow and how the inputs are used to evaluate multiple solution architectures to select a preferred alternative.



Agenda

Digital Engineering Workflow Development Exercise

* Introduction and Definitions

* The DE Workflow: its inputs and outputs

* Workflow steps applied to a prior Weather Monitoring example
* Observations



Introduction

What does a digitally enabled pre-acquisition process look like?

* A Digital Engineering (DE) workflow was devised to support pre-acquisition SE processes and partially
modeled within a model-based systems engineering (MBSE) tool.

— Performed in December 2020, this exercise used a Weather Monitoring (WM) example to integrate SE and DE
perspectives to refine how DE frameworks can support SE needs.

* The workflow takes strategic inputs and elaborates requirements, concept of operations, and performance
analysis.

— When modeled, those same inputs and elaborations are decomposed into core information elements.

— The DE workflow thus becomes a methodology on how information at different stages of abstraction can be
decomposed into and elaborated through the core information elements.

* This presentation will provide an introduction to the six steps within the DE workflow and how the inputs are
used to devise and evaluate multiple solution architectures to select a preferred alternative.



Key Terms and Definitions

* A workflow is a sequence or pattern of tasks or activities that acts upon or uses work products, typically
flowing from one organization or person to another.

* Digital workflow means the activity performers are connected digitally.

* A digital engineering ecosystem (DEE) encompasses the models and data of interest as they interact
within a DE Infrastructure (computer hardware, software, servers, storage, networks, encryption,
authentication, and other Information Technology elements) and in DE Environments (user-facing
application software, visualizations, collaboration systems, and other Information Technology elements).

* Digital engineering (DE) workflow implies the digital workflow is performed within a DEE. Digital
Engineering is not meant to replace engineering or Systems Engineering (SE), but augments and evolves
how they can be performed in a DE ecosystem reflecting an increasingly digital and data-driven world.



Systems of Systems Engineering (SOSE) Process Stages
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Assumptions & Caveats

* This exercise was performed exclusively in an MBSE tool

* Analysis was not performed to conduct system trades
— Analysis was performed in a prior study that integrated analysis tools; this exercise made use of those analyses

* Example functional and performance requirements not shown in this presentation




SoS Synthesis Workflow Overview
Processes Steps Support Functional-to-Solution Elaboration

Inputs Outputs
Six Process Steps
Use Case Physical
3 1) Define Analysis Framework and identify Analysis Methods, Tools, Architecture of
* and Scenarios
CONOPS Programs
Y 2) Define Alternate Physical Solution Architectures t
Mission Thread 3) Analyze CONOPS and Mission Threads to determine Functions and System
- allocate them to Elements of Alternate Architecture Requirements:

4) Allocate Performance Budget to each element of each Solution

Plc:)rtfolip So|S Architecture Allocate
unctiona Functions &
Architecture 5) Perform Cost Analysis and Select Preferred Physical Solution Interfaces
- Architecture
SoS Regm tS, 6) g?er?ealree’[deg:::r;](i:t’tle%?ji eand Performance allocation to Elements of o r,?\(I)I;)n(1:Ztnecde "
CDD Capability P
Reqmts rograms

The process will generate interface specifications, standards, and requirements per program within a portfolio.
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SoS Synthesis DE Workflow Diagrams Overview

A sequence of 6 steps to move from logical architecture to physical architectures

Step 6: Allocate Tied Elements to Programs

Step 1: Analysis Framework

Inputs ‘ Qutputg
(CDDs, etc.) ”  (Solution A(chltecture
and Requirements)

|

DE Workflow defines a formal sequence of activities (functions, processes, etc.) and Information Elements being
consumed or created within a Digital Engineering Ecosystem.
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Workflow Inputs from Capability and Functional Analysis Stages

Contained in DE Database

Requirement Text Behavior Architecture Architecture
(Functional) (Logical) (Functional)

Portfolio
Functional

— Use Cases,
CONOPS,
Mission Threads

Portfolio SoS
Architecture

SoS Requirements )
q Architecture

Key o *Note: DE Database is expected to
Data D grow as the SoS Integrators progress
. Database | through the workflow

Data Shorthand O

DE Database ([

R = Requirements A = Portfolio SoS Architecture (Logical)
C = Behavior Context

DE Database represents the ASOTs/SoS Data Libraries (e.g. Performers, Activities, etc.)
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Workflow Inputs: Digital Engineering ASOT Data Libraries

Step 0: Parse all aggregate information into unit pieces (i.e., Document-to-Data transformation)

Workflow Inputs
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Example: Perf. Req. Decomposition:

WM Space Segment shall measure cloud cover
with accuracy of XX% daytime.

[Performer] shall [Function]
[Performance Boundary]

Performer =\WM Space Segment
Function = Measure cloud cover
= Daytime Accuracy (%)

Pe‘rf. Boundary = >XX%

In the procgss of par&ing, more
Relationsfiips will be §reated

- ———— ——

Information
Element(s)

] [ Relationships ] EPerformance Metric]

o

Performance
Boundary

This exercise of parsing into data types will ensure consistent data usage across the DE workflow.
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Workflow Step 1: Define Analysis Framework
Sub-Steps

Analysis Framework:

-Methods
Step 1 Start:
Define Analysis Framework and 'TOOIS
Identify Analysis Methods, Tools, .
el Scenarios/Data
1.1 Define the 1.2 Define . . 1.5 Define
Problem and ‘ | Analysis ‘ ! 1in2|e];li:e ‘ ) lfnlzlefslir;e ‘ | 1.5 Identify ‘ | Analysis
Driving Objectives and y y Analysis Tools Scenarios and
. Models Methods
Requirements Factors Data
Y Step 1End:
. Analysis Framework Defined
AnaIyS|S Framework: and Analysis Methods,
o . Tools, and Scenarios
-Driving Requirements T
-Objectives/Factors
-Models

Know WHY organization is modeling
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Analysis Framework for Weather Monitoring (WM) Example

* Define the problem and driving requirements:
— The problem is to develop a weather monitoring space and ground architecture that utilizes a common bus, ground,
and mission data transport services and meets the allocated functional and performance requirements

— Driving requirements are 1) the revisit rate for global collection, and 2) data latency for Centrals to receive collected
raw weather data

— Define analysis objectives and factors:
* The analysis objectives are to determine the best value architecture in terms of performance and cost

* Analysis factors (decision metrics) are the revisit rate, raw data latency, and cost
* Define analysis models:
— Analysis models needed are identical to those used in a prior exercise to determine revisit rate and cost
— An additional analysis model is needed to determine raw data latency
* Define analysis methods:
— Analysis methods needed are identical to those used by the prior exercise to determine revisit rate and cost
— An additional analysis method is needed to determine raw data latency
* ldentify analysis tools:
— Analysis tools needed are identical to those used by the prior exercise to determine revisit rate and cost
— An additional analysis tool is needed to determine the raw data latency
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Analysis Framework for Weather Monitoring (WM) Example

* Define analysis scenarios and data:

— The scenario and data for analyzing the WM mission area to determine revisit rate are identical to those used by the
prior exercise.

— The scenatrio for analyzing the WM SoS architecture to determine raw data latency would include these steps and
data parameters:

e Select orbit and constellation.

* Determine Command and Telemetry windows per orbit.

* Define standing tasking for weather data needs

* Assumptions on Field Of View of the collection sensor and raw data volumetrics

* Assumptions on Field Of Regard of sensor

* Calculate Line Of Sight for sensor over tasked region

* Determine collection swath each orbit

* Determine downlink windows for assumed downlink ground stations for each pass/orbit/collection
* Assume downlink data rate

* Assume terrestrial communications data rate between ground stations and CONUS
* Calculate raw data latency
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Define an Analysis Framework
Inputs and Outputs

s N
Use Case(s)
Centrals/Theater task for weather data and receive raw weather
data, which they process into tactically useful products. ) AN /
— v Define Analysis Scenarios
o SoS Mission Threads “a How long will ittake to receive 1.5 Gb of global data upon receipt Analysis Scenarios
s moxgz i;‘b’g t;wéSpr? sEgme D WO U | N . of mission data? (Inputs or Starting Conditions foran will be used during
L 0 Centrals ) el S Activity Architecture — Usually grounded in Physics— based on the Altematives Analysis
~ M ” v i
s . ) Sam TN LT Performance Requirements Step 4
SoS Functional Req. PPN 7 ‘ (Step 9
WM SoS shall collect cloud cover data - L z AT [r—-
WM SoS shall downlink CC data. S0 Information
> - R Element(s)
SoS Interface Req. PP LA i
WM SS shall send mission data to~ MDT L= ! Activity Information Performance
MDT  shall send mission data to WM DP MUS. e ! Element Metric
L WM DP MUS shall send mission data to Centrals. ) R - _w| Performance Metric :
I N LT P ’ 1
SoS Performance Req. RASP | k -/
(MOE/MOP) '
WM SoS shall provide cloud cover daia to cenirals within 2 e 1
| hours at least 95% of the time as measured over & month. | L7 1 A new library is
e : - ~ P ¥ necessary to capture
Line of i;?ﬂg;t F?:S:Ei’;ﬂﬁ’;gg rgfﬁw” one -’ Enumerating configurations of these data types provides an exhaustive list that Analysis Scenarios.
’ ' can support a System Engineer in selecting or creating Analysis Scenarios.
(. vy
p’ - T - - ) \\
! Capability Area Authoritative Sources of Truth (ASOTSs) \
i )
! . Information . . ) Performance (NEW) ]
1 1
Il. Users Performer(s) Activity e Relationships | | Performance Metric Boundary I e e :
S /
AY

Example of Analysis Scenarios to assess raw data latency
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Workflow Step 2 : Define Alternate Physical Solution Architectures
Sub-Steps

Past Solutions
Current Programs
Customer Suggestions
Portfolio Architect Suggestions

Technology Demonstrations
Prototypes
Commercial Offerings
Emerging Solutions

Step 2 Start:
Define Alternate Physical
Solution Architectures

7 1 Define 2.2 Define _
I;otential potential solutions 2.3 Define 24 Ide_nt|fy
. —P for each ——P | Trade Space & . Physical
Logical i Solution
. architecture Epoch
Architectures element Architectures

Step 2 End:
Alternate Physical Solution
Architectures defined
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Define Alternate Physical Solution Architectures
Inputs and Outputs

CONOPS Any mention of Performers
- : \ are relevantto this stage } . . \
| Setelite Senses Environmental Parameters |, / Define Alternate Physical Solution
Architectures Physi :
B - ysical Architectures
SoS Functional Architecture will be modifiedor
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SoS Interface Req.
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p \ . . . .
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LS v -
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architectures, cross-mission suggestion or Performer(s)do not physically exist (yet), so proxies that emulate the a childto the Performer.
L developmenis ) functions of the performer(s) are used to perform realistic analysis.
AN s
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I 1
I 1
| . Information . . : Performance - : (NEW) !
! Users Performer(s) Activity ) Relationships | | Performance Metric ) Analysis Scenarios Alternate Physical !
{ y Element(s) P Boundary Solusafﬁmh‘memmres ,'
A r
~ ’
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T

Potential Physical Solution Architectures for the Space Segment
Modeled

T

Operational Taxonomy [ &= WM 2 CA Alternate Architectures ])

«OperationalPerformer» &)
WM Space Segment

«Capability Configuration» @1’% «Capability Configuration» @3% «Capability Configuration» (é?a «Capability Configuration» @e%a
1-Ball Polar DoD pLEO DoD pLEO w/ Single GEOsat pLEO Commercial

From prior study From prior study
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Workflow Step 3: Functions Identified and Allocated to Solutions

Sub-Steps

Step 3 Start:
Analyze CONOPS and Mission Threads to
determine functions and allocate them to

elements of each Alternate Architecture

3.1 Identify

Functions
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3.2 Allocate
each Function
to Elements of
Each Solution
Architecture

Are all required functions
allocated to elements?

Step 3 End:

Alternate Physical Solution
Yes

Architectures with defined
functions

No

v

3.3 Modify or discard
Alternate Physical
Solution Architecture
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Updating Alternate Physical Solution Architectures with Activities

Updates to Existing Elements

Mission Threads and CONOPS are the
primary form of linking functions/activities
to Architecture Elements

SoS Mission Threads

Mission Data moves from WM Space Segmentto
MDT ‘to WM DP MUS to Centrals/Theaters

Activity 2 | @

vy -7 ===
a7 -
CONOPS PP e - .
Satellite Senses Environmental [~ | { Relationships } ~
Parameters RO \
~.. ~‘ )
{ Performer(s) ] S/
Performer Instances T ‘

Provided by customer suggestions, past solution .

architectures, cross-mission suggestionor
developments

k 4 ’
~ o f
‘[Performer Instances}

Capability Area Auth

4 Allocate Functions to Performers N
Ea.ch performerin an Alternate Ph ys:cg! Alternate Physical
Architecture needs their own set of functions Solution Architectures
will be used during
Activity 1 o Alternatives Analysis
cvity Performer Performer (Step 4)
Instance 1 Instance 2 | |m=—p

Activity 1 Activity 4
Activity 3 Activity 5

Activity 3 | ©
Activity 4 | ©

(rme) 0
(rme) ©
NG

Performer
Instance 3

J

oritative Sources of Truth (ASOTs)

Architectures are either
modified or discarded.

Information
Element(s)

Activity

( Users J ( Performer(s)

Performance
Boundary

( Relationshisz (Performance Metch ( J (Anaysis ScenariosJ

Alternate Physical

Architectures

Solution

. ’
~ o t -

20




Functions and Activities Identified for Functional Architecture
Modeled

21

Operational Processes [@ Operational Processes ]J
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\ b
Assumed SoS operational architecture showing information flows

Weather Monitoring
(W) Payload
______ Edernal
fissipn '
: CE&T
MOAS | Dat Dlats
;Weather‘hleeds.i ) Mis siofr-Data Transpurt\
Croducts|& Data;
e ——
Centrals Tasking Ground
- o
\- Op Schedule & Status = SO0
b LS
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Operational connectivity for Weather Monitoring System of Systems
Showing functional requirements assigned to SoS

Operational Structure [

WM 1 PA Functional Architecture ]J

«OperationalPerformers 1
WM Space Segment
A =11 Command
IE10 Mission Data,

v [E12 Telemetry,
|E14 Command Count

«KnownResources (i
2T IE10 Mission Dat
IES GS Schedule, E12 ?;:;‘,el,y?'
o [£11 Command IE14 Command Count,
Ly Il IE9 GS Status
IE7 Tasking Y
«KnownResources @I 'HSS ni:sc:ffs’ @
Centrals ‘User Terminal
|E8 GS Schedule, A
IE11 Command
4 E12 Telemetry
E10 Mission Data, '
|[E17 Mission Data Location [E9 GS Status Y
IE10 Mission Data W
||Operul' nalPerformers L,
«OperationalPerf WM SOC MUS «functionalRequirement»
WM DP M |E7 Tasking Collect Mission Data
Id ="124"

Text = "WM SoS shall
collect weather data

23

Text="WM SoS shall
receive downlinked (
weather data

Text ="WM SoS shall
receive external tasking
from Centrals/Theaters "

Text = "WM SoS shall
disseminate _ _weather..
data."

Text="WM SoS shall
downlink collected
weather data

Text="WM SoS shall
monitor and control space
~nd ground elements.”

«functionalRequirement» «functionalRequirement» «functionalRequirement» «functionalRequirement» «functionalRequirement» «functionalRequirement»
Receive Mission Data Tasking Disseminate Mission Data Dow nlink Mission Data Monitor Create MUS
Id="121" Id="118" Id="122" Id ="120" Id="119" Id ="123"

Text = "WM SoS shall
provide MUS to externals to
process collected

weather data




T,
Functions Assigned to Physical Elements with Interface Data Noted
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Workflow Step 4: Define and Allocate Performance Budgets

Sub-Steps: Not accomplished in this limited exercise

Step 4 Start:
Allocate Performance Budget to
each element of each solution

architecture

4.1 Define performance

budgets relevant to
each Analysis Scenario
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4.2 Allocate Performance
budgets to elements of each
solution architecture

Step 4 End:
Alternate Physical Solution
Architectures with defined
functions and performancs




Defining and Allocating Performance Budgets
Inputs and Outputs
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Users }

Analysis
Scenarios

Pl
;.

s -r
Performance Metric ]“ S
/

Alternate
- Physical Solution
-7 Architectures

Establish and Allocate Performance Budgets \

Centrals/Theater task for weather data and receive raw weather data within 2 hours (centrals)
or 15 minutes (theater) after collection, averaged over a 30-day period

[ Performance Boundary = 2 hours]

A
r

Performer 1 Performer 2
Instances Instances
(Sat) (Ground)

Information

Activity 1 Element Element

(Weather Data)

Information

(Weather Data)

Performer 3
Instances
(Central) —

Activity 6

N J 1L
! Y : Y
! 1.5 hours : 0.5 hours
F F
\ e Analysis Tools representative of Activity

Capability Area Authoritative Sources of Truth (ASOTs)

Metrics and Boundaries are
created per Performer (Instance)

AY

Information
Element(s)

Activity

Relationships

Performance

Performance Metric
Boundary

Analysis Scenarios

Alternate Physical
Solution
Architectures

- ——




Workflow Step 5: Cost Analysis and Preferred Solution

Sub-Steps: Not accomplished in this limited exercise

Step 5 Start:

1D i f Step 5 End:
Perform Cost Analysis and select d e C.OSt © 5.2 Select Preferred - .
. . each alternative : . Preferred Solution
Preferred Physical Solution . . Solution Architecture . . e
solution architecture Architecture identified

Architecture
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Cost Analysis and Architecture Selection
Inputs and Outputs

/ Perform Cost Analysis \

éelect Preferred Solution Architecture\

pmmmm e m— [ Performance Boundary = 2 hours]
{ i Satellite Ground
! Analysis Tools } A D;cis.fon-
I ) / \ L _a_"lg_ > Activity 1 Information
------------ e ~ e ~ T N\ Element 1
Performer 1 Performer 2 Performer 3
Instances Instances Instances | Performance l
[ Performance Boundary (Sat) (Ground) (Central)

| Activity 1 I =|| Activity 4 || =I Activity 6 l R
Cost $% Cost $% Cost $$ Information
N ____ N

[ Performance Metric

Element 2
Altenate - 4 A
Physical Solution Y ! ; eriormance Physical Architecture is
Architectures o 1.5 hours - 0.5 hours i \ abstracted back to
| _ . ' , ! Functional Architecture
\ *--- Analysis Tools representative of Cost ------* /
Cost of the Architecture as a sum
Total Cost: $33$%% of its components are calculated
/ Capability Area Authoritative Sources of Truth (ASOTs) “.
: 0 T
! _ Information . . . Performance . . Altemats PIySSREN r+—
! Perf Met Analysis S 1
: [ Users J [ Performer(s) ] [ Act|v|ty ] [ Element(s) J [Relahonshms} [ erformance erlc] k Boundary ] [ nalysis cenarlos] [ A,i?:::ﬁ;, :
A" !
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Workflow Step 6: Complete Functional & Performance Allocations
Sub-Steps: Not accomplished in this limited exercise

Physical Architecture
(e.g. elements and the
information passed
between them)

6.1 Complete Allocation

Step 6 Start: . 6.2 Send allocated Functions and
: of all requirements to . .
Complete functional and performance information for Performances for
: each element of the — > L . Step 6 End:
allocation to elements of preferred program acquisition to Program specific

preferred Solution
Architecture

architecture

create requirements Element (e.g. TRD)

Interfaces between
Program specific
Element and other
architecture elements
(e.g. ICD)
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Program Requirements Allocation

Inputs and Outputs

# ~
’ Allocate any remaining
functions to prospective
architecture elements
{Performers)

( Activity

S

Activity 1

Activity 3

Activity 7
#

Performance

[Parformance Metric

Performance
Boundary
1%

T

——

_____________________________________________________________________________________________________________________________

\—

Functional Architecture

Information
Element 1

Activity 2

~

Information
Element 2

Satellite Performance Requiremen(s)

Capability Area Authoritative Sources of Truth (ASOTSs)

-———— —

[ Users } [ Performer(s) ] [ Activity ] [

Information
Element(s)

] [Relatlnnships] [F'edormanceh"letnc] [

Performance

Boundary ] Analysis Scenarios

L
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f PO —— Y
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Alternate Physical
Solution
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Exercise Modeling Observations

* As requirements were decomposed and their constituent parts allocated into model element libraries, many
products, artifacts, and descriptions consistently reused the same model element types

— Common model types devised for common elements

* As requirements progressed through the workflow steps and as the decompositions became more complex,
changes were consistently being made to the product data (requirements, specifications, or diagrams) as
each step was iterated, and not as frequently for the common model elements

— Governance (review and approval of the product data at each step) has the potential to be complex
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Backup Charts

Definitions of terms
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Additional Terms and Definitions

* The Digital Engineering Environment encompasses the user-facing application software, visualizations,
collaboration systems, and other Information Technology elements with which users interact in order to
implement Digital Engineering. Broadly understood as the user-facing elements (tools, GUIs, etc.).

* The Digital Engineering Infrastructure encompasses the computer hardware, software, servers, storage,
networks, encryption, authentication, and other Information Technology elements that are required to
implement Digital Engineering but are not user-facing. Broadly understood as the non-user facing elements
(servers, hardware, etc.).

* The Digital Data, Models, and Analyses encompasses the information necessary to perform or repeat
analyses. Not limited to engineering, but can broadly understood as models, data of interest, processes,
workflows, standards, or guides.
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